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INT RO DUC T ION A ND S U M M A R Y

The goal of this program is the investigation and development of techniques for integrated
voice and data communication in packetized networks which include wideband common-user sat-
ellite li nks. Specifi c areas of concern are the concentration of statistically fluctuating volumes
of voice traffic; the adaptation of communication strategies to conditions of ja mming, fading,
and traffic volume; and the eventual interconnecting of wideban d satellite networks to terrestrial
systems. A major focus of the current program is the establishment of an experimental wide-
band satellite network to serve as a unique facility for the realistic investigation of voice/data
networking strategies. This facility will be jointly sponsored by DARPA and DCA and will include
four ground stations sharing a leased domestic wideband satellite transponder.

The cur rent report cover s work in three areas: a study of speech concentration require-
ments, simulation of a technique for adaptive variable-rate packet speech networking, and the
definition and planning of a program of packet speech and networks experiments to be conducted
in the wideband test facility. Our speech concentration requirements study has been broadened
to include the design of a local voice network suitable for providing a large community of packet
voice terminals with access to a wideband switching node. In this report, we present the results
of an analytical and simulation study of a proposed random-access protocol for use in that appl i-
cation. Work in adaptive variable-rate packet speech networks has indicated that rate Insta-
bilities can occur as a result of probing actions by individual voice terminals. A phantom prob-
ing technique has been developed to overcome this problem, and simulation results confirm that
stable operation has been achieved. Our experiment definition and planning efforts have resulted
in an experiment planning document that will serve as a working guide for future efforts in the
wideband network program. A portion of that document is included in this report. Since the
experiment planning effort is jointly sponsored by DARPA and DCA, a sim ilar desc r iption of
the preliminary experiment plan appears in the 30 September 1978 Annual Report for the DCA
Network Speech Program. The experiment plan document, which has been submitted under sep-
arate cover to DARPA and DCA. is more detailed with respect to schedules and specific require-
ments on program participants.

~~~~~- •. - giL~’.

vii



• —~~- • — -

I N F O R M A T I O N  P R O C  l-~S S i N G  T F C  I I N I Q U E S  P R O G R A M

~ EDEB A N D  LN~i l  :UitA u 1 VOiCE/ DATA TE CHNOlOGY

I. SI ’ l ; l - : ( H ( )N ( ENT R r\ T I I J N  RF: d FIRI - : M EN’I’S STUDY

•\ . Introduction

Consideration of sever-al c a i d i l u t e  to~~ logicaI s t ruc tu res  for local voice access area
app lication has led us to favor a di~~t r - t b u t . -d  geometry s imi lar  to that used in the ETHERNET.
A major question remains as to the type 1 communications protocol that would be best suited
for a local voice network , i.e. . a cen t r a l l y  controlled structured technique such as TDMA . or
a distributed random access method sim i l a r  to the AL Oh A or ETHERNET systems. A TDMA-
based approach was presented in our st ic iannual report of 31 March 1978 , along with access-
area design objectives and concentrator/ terminal  functional requirements. In this report , we
analyze a random-access form of local v i u e  n e twor k  protocol , based on fLu  ETHERNET ap-
proach. Our conclusion , based on a na l y t i c a l  and simulation studies, i~ that random—access
techniques can be made to l) ( rform e f f i c i en t l y in the voice environment. The ult imate selection
between the TDMA and random-access protocols thus has to be based on relative imp lementa-
tion comp lexities , hardware imp lications , and re l iabi l i ty  and robustness concerns.

13. Access-Area Design Cons ide rat ion s

There are several fundamental  cons idera t ions  in the design of a local-access network. The
most important is the nature of a speech t e rmina l ’ s out put data stream. Framed vocoder algo-
rithms (e.g. . linear predictive vocoders ) anal yze segments of the input speech. Typically, the
duration of these segments is f ixed be tw een  20 and 25 msec and succeeding segments may or
may not overlap; the exact nature of the segmentat ion varies according to the algorithm chosen.
Each segment of speech is represented by a smal l  num be r of bits; these constitute one “ parcel”
of speech. Parcels are assembled into packets by the network interface. In an unf ramed vo—
coder , the speech is not segmented for analysis. Rather , each speech sample is represented
by a fixed number of bits (e.g. , I bit/ sample in the CVSD algorithm). The network inte rface
forms packets in this case from a fixed number of speech samp les. To reduce channel utiliza-
tion in e ither type of vocoder , data are not transmitted during silence intervals. Parcels rep-
resenting silence , either sustained (e.g. , the user is listening to a conversation) or momentary
(natural  pauses in continuous speech), are not transmitted. Consequently, the data stream rep-
resenting speech has a d ifferent character depending on the portion of speech being transmitted. p
During talkspurts. packets are generated periodically; during silences, no packets occur.
Therefore , the data stream tends to contain bursts of activity; the duration of the bursts and the
interval between them is directly related to talkspurt/ silence statistics. The statistics of the
duration of talkspurts and silences in conversational speech are given by Brad y.1’2

The transmission of speech information is seldom unidirectional; usually , a conversation
Is occurring between two or more users. While one user is silent (his speech terminal is not
transmitting),  speech is being t ran sirni t ted to his terminal for acoustic synthesis. This two-
way aspect of speech communication is anothe r consideration in the design of a local-access
network. One Implication of this consideration is the sharing of a lim ited bandwidth channel by
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two conversing users. The data rate required to m~~ .~.iin a conversation is not twice the data
rate of each speech terminal. Rather , it is approximately equal to the dat a rate used by one
terminal during the active portions of speech. This seving is termed the TASI advantage and
has been incorporated into the design of othe r speech communication protocols.3

The characteristics of the output data stream of a speech terminal vary according to the
vocoder algorithm; it is likely that the local-access network would need to cope with several
vocoder types. Consequently, it must accommodate differing packet sizes , vocoder data rates ,

and silence detection algorithms.
Mode ls of data transmission schemes commonly used in computer network design do not

apply to the transmission of packetized speech. Often , data transmission is modeled as Poisson-
dis tributed packet arrival times with eithe r fixed (e.g. , individ ual teletype characters) or expo-
nentially distributed packet sizes. The traffic generated by one speech terminal contains bursts
of constant interpacket arrival times. Packets are usually of fixe d length. Furthermore, data
transmission models usually describe one-way communications; speech is inherently a two-way.
interactive communication method. Consequently, the transmission strategies developed for
data communication may be inappropriate for speech and should be reexamined with respect to
the special characteristics of speech traffic.

In this report , particular attention is given to an ETHERNET-like transmission strategy
for the local-access network. In this scheme, speech terminals are connected via a single co-
axial cable to a speech “ concentrator.” The concentrator serves as the port to the integrated
speech-data network. Access to the cable by a terminal for the transmission of a packet is ob-
tained on a demand basis, The concentrator obtains access on a similar basis to transmit
packets to individual terminals. The main issue in this study is whether this strategy (details
of which are provided in the next section) can be successful in sustaining speech communication.

Implementation issues , particularly hardware questions, are not addressed in this study.

C, ETHERNET Model for Local Voice Access Area

The ETHERNE T communication strategy was originally conceived by Metcalfe4 to serve as
an inexpensive method of providing access for computer terminals to a centra l computer. The
terminals are connected in parallel to a coaxial cable which serves as a two-way communication
link to the speech concentrator (Fig. 1). In the original ETHERNET , access to the host computer
is controlled by a contention process. Each terminal having a packet ready for transmission

lI ,-2 1S2 SO

LAR GE- BAN DWIDTH
COAXIAL CA BLE

I SPEECH SPEECH- H TRAFFIC DATA

_________ _________ I CONCENTRATOR NETWORK

~~~~~MINAL] ~T~ RNIP4~
J _______cj

Fig. 1. Access-area geometry (ETHERNET).2
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first monitors the cable and waits until no activity is detected. The terminal then attempts to
transmit its packet to the host computer. Each terminal can mor~itor the activity on the cable
while packets are being transm~tted. If the monitored activity during a transmission by a ter-
minal does not match the terminal’s transmission, it is presumed that at leas t one other termi-
nal also attempted to transmit packets at the same time; this situation is termed a “ collision.’
If a collision occurs , the te rmina l attempts to retransmit the packet at a later time. A collis ion
can only occur if two or more terminals begin to transmit within a round-trip time on the cable.
If another packet is gene rated while a previously generated packet is awaiting transmission, the

terminal queues the packets. All terminals obey these general transmission rules.
At this level of description, the design chosen for the local access of speech terminals is

very s~ -nilar to the ETHERNET . The contention and retransmission strategy deserves special
attention; it is this portion of the communications protocol which represents pure overhead .
This overhead should be minimized in order to obtain efficient communication.

The contention algorithm works in the following way. Once a speech packet is generated
and no activity is sensed on the cable , the terminal attempts a transmission at that time with
probability ~~~ If no transmission was attempted by that terminal, it waits the equivalent of a
round-trip propagat ion time Tr~ If no othe r te rminal attempted a transmission during this Tr
seconds, the terminal again attempts a transmission with probability p,~. If the terminal senses
a collision, it ceases transmission, as should the terminal with which it collided. Each termi-
nal waits Tr seconds for the cable to clear and then each proceeds. The terminal continues with
this strategy until the packet is successfully transmitted. The concept is illustrated in Fig. 2.

CABLE TR4~ TIC J l6-2d52511

PACKET PACKET 
•
~~ PACKET 1 ~~~~~~~~ PACKET PACKET

TRANSMISSION TRANSMISSION TRANSMISSIO N TRANSMISSION TRANSMISSION

$~T, k COLLISION TIME
INTERVAL

TRAFFIC DUE UNSUCCESSFUL
TO A PARTICULAR TRANSMISSION

TERMINAL fl PACKET El PACKET
TRANSMISSION J I I TRANSMISSION

TIME

PACKET OUEUEING QUEUEING
GENERATED DELAY DELAY

Fig. 2. Speech terminal access strategy.

Assume that a successful transmission has jus t occurred. Let M denote the number of
terminals having packets to transmit. After waiting one round-trip time (insuring that packet
transmission has been completed), these M terminals enter into the previously described con-
tention algorithm to determine which of them will next transmit a packet. If the probability that -exactly one terminal attempts a transmission is denoted by p5 arid all terminals are assumed to
use the same value of p ,  then

= M p~ (1 ~~ ) M 1  . (1)

3
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The probability that n collisions occur before the contention is resolved is given by a geometric
distribution.

~ r (n collisions followed by successi = ( 1 — pa)n 
~a n = 0 , 1 (2)

To minimize the time spent in contention , the terminals I•3ed to pick a value of which maxi-

mizes the probability p5. The value which maximizes p5 is p~ = i/M; the resulting value of

is

I M-1
~a ~

1 M~ 
(3)

as the number of contending terminals M becomes large , the value of 1
~a in Eq. (3) approaches

1/e rap idly.
The interpretation of Eq. (3) is clear; each terminal should adapt its transmission proba- -bility p,~ to the number of terminals attempting a transmission. Note that this is not the number

of terminals in the system , but is the number of terminals with packets ready to transmit at

that instant. For speech traffic , the instantaneous load will have periodic components which

may be exp loited in the adaptat ion algorithm. In contrast, data traffic is generally m odeled as

random without periodic components. The periodicity of speech traffic occurs for several rea-

sons. In any speech access area , vocoders of the same type are likely to be present. Conse-

quently, these contribute periodic components. In addition, a parcel pe riod of about 20 msec

is a common number for several widely used vocoder strategies. Therefore , dissimilar vocoder
types tend to produce packets at approximately the same rate thereby resulting in nearly peri-
odic speech traffic. This periodicity is not perfect however. As users switch between speech

and silence , their packet streams will start and stop. This switching does not change the period

of the traffic , but alters the character of the traffic within each period . Another factor is im-

perfections in the terminals’ clocks; the phases of packet transmissions will drift slowly with

respect to each other.
As all of the terminals in the local access area can generate traffic independently, a dis-

tributed control algorithm is required to estimate the traffic load. The “true ” traffic load is
not known at any point in the network; each terminal must  make its estimate based on its obser-
vation of the cable activity. To take advantage of the quasi-periodic nature of the traffic, the
estimation algorithm should only observe the cable at the times when it has a packet to transmit.
The traffic load at one transmission will be highly correlated with the load at the next transmis-
sion time; the traffic between transmissions is less so. An example transmission algorithm
incorporating these ideas is given in the append ix.

An upper limit on the number of speech terminals can be derived for an ETHERNET local
access network consisting of a mixture of vocoder types. The characteristics of the 1th termi-
nal type can be summarized by two parameters: P1. the size of a speech packet in bits (includ-
ing overhead), anil R

~. 
the data rate of the vocoder algorithm. N1 denotes the number of termi-

nals of type i. The time taken to transmit a packet of size P1 is given by P t/C where C denotes
the capacity of the E’l’HERNET cable and the communication hard ware in bits/second. The time
between packet transmission on the cable is given by (n + 1) Tr where n is a random variable
denot ing the number of collisions occurring in the contention. The probability mass function
of n Is given by Eq. (2). The additional round-trip time Tr is included In the expression for
the inter-packet time , as terminals are required to wait one round-trip time afte r a packet
transmission before initiating another. The average amount of time spent in contention is the

4
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expected ValI ’e of (n + 1) Tr~ Assuming 
~~ 

to be i/ e , the res ult of this computation is eTr.
Consequently, the ave r~ ge amount of time taken to transmit a packet by a terminal is Pt/C + eTr.
The rate at which the terminal generates packets is given by Rt/P~. Hence , the total fraction
of the cable capacity which is used by a terminal is given by

(~~~~-t e T )  Ff ‘ (4)

Summing this fraction over all vocoders in the system must result in a number less than unity
if the system is to work. If this sum is greater than one, speech data will be arriving faster
than it can be transmitted, which results in ever-increasing queue lengths and delays ; this sit-
uation will be termed as an “unstable ” network. Therefore, to obtain stable transmission, we
require that

A = 
~~ 

(

N .R i  
+ ~~~~ eTr) <~~ . (5)

This derivation assumes that each terminal has made a perfect estimate of the contend ing
traffic. The derivation of this bound on the allowed values of N1. ~ and R~ did not explicitly
assume that speech terminals do not transmit during silent speech intervals. It was implicitly
assumed, however , that while a terminal is silent, the concentrator is transmitting speech to
it. Consequently, there exists activity that can be attributed to that ter ainal even in silence.
The left side of Eq. (5) is termed the “ activity” and is denoted by A. The actual utilization of
the cable for the transmission of packets corresponds to the first term in Eq. (5) and is denoted
by p~

(6)

Table I summarizes some values of vocoder parameters which are consistent with Eq. (5). Be-
cause terminals do not have precise knowledge of the number of contending terminals, the time
taken to resolve a contention may be longer than the optimum value used in the derivation of
Eq. (5). One might therefore expect the closer A is to 1, the more difficult it becomes in a
physical (or simulated) implementation of the network to maintain stability. Note that the num-
ber of each vocoder type increases with packet size (Table I). Since the amount of time spent
contending for the cable is not a function of the size of packets , longer packets mean the trans -
mission of more data for a fixed overhead. The network thus becomes more efficient. In this
case , the allowable number of users N

~ can increase to maintain a constant activity level.
An expression for the average delay experienced by a typical user in transmitting a packet

is easily derived. As all users are of equal importance, the expected number of trials (conten-
tions and packet transmission) required before a terminal can transmit a packet is equal to the
average number of users waiting to transmit. Therefore, letting ~. denote transmission delay
(service time minus packet transmission time), the exp cted value of ~ Is given by

— N P H .
E [ AJ  = E [MJ (~~ + e T )  

+ 5
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TABLE I

THEORETICALLY ALLOWED VALUES OF N~ASSUME: C = 1 Mbps, T r = 20 psec (Approx imatel y 1 km Cable Length)
Three VoCoder Types : 2.4, 4.8, 16 kbps

—_________ 
Pocketsize Equals One Parce l (20 rnseC of Speech)

N N N1 2 3 Total
(2,400) (4,800) (16 ,000) Number A p

175 0 0 175 0. 9 0.42

0 120 0 120 0.9 0.58

0 0 48 48 0. 9 0.77

100 50 0 150 0.88 0.48

50 30 25 105 0.95 0,66

Packetsize Equals Two Parcels (40 msec of Speech-

N N N Total
1 2 3 Number A _ p

235 0 0 235 0.88 0.56

0 140 0 140 0.86 0.67

0 0 52 52 0.9 0.83

125 65 0 190 0.87 0.61

65 45 25 135 0.95 0.77

where E l  MJ denotes the expected number of waiting users and P denotes the average length of
a packet.

Z
P =  ‘ (8)

The second term in Eq. (7) results from the fraction of time a newly generated packet encounters
the transmission of a packet rather than a contention interval or a silent time. In this case, the
terminal must wait an average of one-half the packet transmission time (P 1/C) an)  ~1~ie probabil-
ity of finding a packet of this length being transmitted is N1R 1/C. An expression fon the average
number of queued users El  Ml was not derived.

D. Simulation Results

A computer simulation of the ETHERNET local access area was run to confirm the analyses
and to test various adaptive load-estimation algorithms. For purposes of the simulation, a par-
ticular set of parameter values was chosen which were thought to be conservative compared with
a physical network. Scaling of the results to othe r parameter values is straightforward. The
cable was assumed to have a data rate (C) of I Mbps. The round-trip transit time (T r) was

20 ~isec , which corresponds to a cable length of abou t 1 km. The simulation was run for various

6
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combinations of vocoder types , and the contention algorithm described in the appendix was used.
Three vocoder types were incorporated in the simulation; data rates of 2.4 , 5, and 16 kbps were
used. Packet sizes corresponded to either one or two parcels of speech (eithe r 20 or 40 msec
of speech data). The relative packet generation times of the terminals were selected randomly
at the beginis.~ig of each simulation but remained fixed throughout the simulation. Activity mea-
sures of 0.95 or less could be tolerated in the simulations without instabilities; In those situa-
tions whe re activity measures greater than I were attempted, instability always occurred.
Consequently, the restriction found in Eq. (5) is at least grossly valid.

Figure 3 depicts the average number of users waiting to transmit packets. These measure-
ments correspond to empirical estimates of how E I M I  depends on A. If these empirical esti-
mates are used in Eq. (8), the predicted values of E [~ J correspond to the values obtained in the
simulation.

2 0  
lt 2 .I5252 1 •

1 0 -  . .
0-S01
as

U, . . Is
=a
‘a
= 0.2
oIn
‘aIn
2 0.1
0 . .z 0.0.
10 

.
0.00

‘a

0.04

0.02

0.01 I I I I I I I
0 0 20 30 40 50 so 10 SO 90 100

ACTIVI TY A (p.,c.ntl

Fig. 3. Average number of queued users as a function of activity level A.

Equation (7) predicts that the average waiting time E1~~J Is approximately proportional to
the packet size. For the packet sizes used in the simulation, the empirical waiting time was
not more than 2 msec. Consequently, the average waiting time is small compared with the inter-
packet time of an Individual user (e.g., 20 msec for one-parcel packets). Therefore, the prob-
ability of a speech terminal being required to buffer two or more packets is low. The simulation
confi rmed that when A is less than 0.95 no speech terminal was forced to buffe r packets longer
than an interpacket time.

F . Discussion

The efficiency c of the ETHERNET access strategy can be measured by the ratio of the
utilization p to the act . ity A (e = p/ A) .  Typically, e ranges between 0.5 and 0.9; the larger

7
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values occur when large packets are used. This observation corresponds to a decrease in the
amount of time spent in contention when compared with packet transmission times, However ,
increasing the size of packets corresponds to increasing the delay in speech transmission.
Packetization delays can be tolerated if they are not a significant fraction of the delay encoun-
tered by transmission and reception in the integrated speech-data network. This consideration
establishes an upper bound on the size of packets.

The distinctive aspect of the access strategy described here is the impact of the character-
istics of the vocoder as a data source. Because of silence detection, a sharing of bandwidth be-
tween the transmitter and receiver can be achieved. Because the vocoder generates data having
an inherent periodic ity, the speech terminal is able to predict with precision the time at which
the next packet arrives. This -observation has significant impact on the contention algorithm
used to gain access to the cable : observations of the cable traffic are made only at packet gen-
eration times. If packets were generated in a random manner (e.g. , Poisson>, the t ime of ar-
rival of the next packet would be unknown to the terminal, thereby requiring it to monitor traffic
over long periods of time.

This study has indicated that an ETHERNET-like topology for a local-access network can
support many speech users having different data rates and packet sizes. Furthermore, the

TASI advantage is exploited to increase utilization within the context of a random-access net-
work. This increase in utilization occurs exp licitly for those situations when p > 0.5 (see
Tab le I for some examples). In the ETHE RNET , queueing (i.e., buffering of two or more pack-
ets) occurs seldom. Consequently, the control requirements placed on the interface between
the vocoder and the cable are not severe. These general results imply that the ETHERNE T
random-access strategy is a viable alternative for a local-access network, subject to the prac-
ticalities and economies of the hardware implementation. The latter are the subjects of our

contin uing efforts in this area.

II .  ADAPTIVE VARIABLE-RATE PACKE T SPEECH NETWO RKING

A. Introduction

In the previous semiannual report, initial work on a simulation of a rate-adaptive network

strategy based on an embedded speech cod ing technique was described. Continuing work over

the past six r’~onths has been directed mainly toward achieving an understanding of the effects

of end-to-end feedback strategies and toward the development of a flow-control strategy which
would allow the network to support a data load in conjunction with the speech load. A new strat-

egy for end-to-end flow control has been deve loped which not only improves the overall effi-
ciency of the network but also alleviates sudden dropouts which occurred in the absence of feed-

back , given certain traffic load conditions. In addition, a network strategy for link-sharing
between data bits and speech bits was deve loped which gave an overall improved performance,
in terms of percent utilization of the links, than was realized in the absence of data. This re-

port ove rviews major developments over the past six months, A more comprehensive and de-

tailed description of the network simulation and results is be ing published separately.5

As described in the previous report , the network configuration consists of a central node

through which pass 16 paths , one from each of four “ sender” nodes to each of four “ receiver”
nodes. The number of conversations on each path is fixed for a given run , but because users
make use of TASI there are statistical variations in the actual traffic load as a function of time.

8
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The traffic matrix, or speaker load distribution, is an important parameter of the system. For
most of the discussion in this report , the assumed traffic matrix will be as follows :

T(ij) = number of conversations on path (ij )

20 40 60 80

20 40 60 80
T o

20 40 60 80

20 40 60 80

That is, sender links are all equally loaded with 200 conversat ions on each, whereas there is a
linear inc rease in the number of conversations on the receive r links from 80 (j = 1) to 320 (j = 4).
The assumed vocoder is one capable of synthesizing speech at nine different rates from 1,200 to
10 ,800 bps , in increments of 1,200 bps. This vocoder may be somewhat unrealistic compared
with what may actually be feasible in te rms of current vocoder technology. However , it is prob-
ably true that if the network cannot be made to stabilize with such a vocoder , it is unlikely to do
any better with one with a more restricted repertoire of possible synthesizer rates, and corre-
spondingly fewer available priority levels.

The network simulation had initially been implemented in the C language on the PDP- 11/40
facility. However , computational requirements were such that even an overnight run yielded
only a few seconds of simulated time. Hence , the decision was made to reimplement the sim-
ulation on the Lincoln Digital Voice Terminal (LDVT). The LDVT version transmits a number
of parameters of interest to the PDP-1i/40 facility for interpretation and disp lay. A version
of the LDVT program was also created which operates in real time in conjunction with a real-
time embedded-coding vocoder residing in the two Lincoln Digital Signal Processors (LDSPs),
with the analyzer in one , and the synthesizer in the other. The vocoder was assumed to be
transmitting bits ove r one of the 16 network paths, and the LDVT actually performed the strip-
ping operation according to the network results , for real-time listening.

B. Feedback Issues

In the absence of end-to-end feedback, analyzers would always transmit all priority packets ,
the network would strip off various lower priority packets as needed , and the synthesizer would
reconstruct speech at the maximum rate the network could support. With end-to-end feedback,
the synthesizer would info rm the analyzer of the current received rate, and the analyze r would
respond by trying to match the transmitted rate to the reported received rate. Bits would then
be stripped at the source rather than at an intermediate node in the network , thus alleviating the
overall network load and allowing other users of early links in the path to potentially realize a
higher received rate.

In the previous semiannual, two ini iI end-to-end feedback strategies “continuous probe”
and “ periodic probe” were discussed. Both of these methods were found to be inadequate, but
for diffe rent reasons. With the continuous-probe strategy, users always transmit at the next
higher rate than the reported received rate , and hence can immediately respond to a decrease
in the network load. However , this quick response is achieved at the cost of having to always
transmit more bits than are actually being received. Unless the traffic matrix Is extremely
imbalanced , the method yie lds little or no improvement in received rate over that realized with-
out feedback.

9
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The periodic-probe method was an attempt to realize greater gains , but it exhibited unde-
sirable instability problems , which were not apparent until afte r the sim ulation had been trans-
lated into LDVT code , such that longer simulation runs were possible. With this method , users

transmit at the reported received rate. Howeve r , if the transmitted rate and received rate on
a give n path remain equal for a sufficient time period , users on that path up-probe by transmit-
ting at the next higher rate for a short time interval. If the probe bits were not received , trans-
mitters drop back to the original rate; otherwise they continue transmitting at the higher rate.

The results for this method for a path which includes the lightly loaded (j = 1) receiver link

are shown in Fig. 4. In the figure , both transmitted and received rate are shown as a function
of time. Wherever there are two values for rate , the higher one is the transmitted rate.
Transmitted rates and received rates for this method are usually equa l, except in the case of

an unsuccessful probe. This means that almost no bits are being discarded at the central node.
The mean rate is significantly higher than that obtained with no feedback, Howeve r , the re seems
to be a pattern of a staircase-like rise followed by a rather sudden collapse in the received rate.

Such rapid fluctuations in the rate are not likely to be desirable for producing high-qua lity syn-
thesized speech; nor would they be expected to produce the highest possible mean received rate.

This pattern arose as a consequence of several factors which may be understood by refer-
ence to Fig. 5 which is a schematized graph of received rate vs time for two paths sharing
the first sender link. The staircase pattern is the rate obaerved for the path to the lightly loaded
receiver link; the other pattern is the rate observed for the path to the heavily loaded receiver
link. In the latter case , probes are always unsuccessful, due to the heavy load on the receive r
link. Probe bits do get through the sender link , however , and since a large number of users
are probing, they represent a heavy additional load on that link for the duration of the probe.
At t = 0, the simulation initializes with all links accepting packets of all priority levels. The re
is a rapid initial collapse in the rate , as queues build up, and users respond by immediately
lowering their transmission rate to the low crisis rate on the link. Once the queues spill out ,
the link is underutilized , and hence probes are gene rally successful The result is that on the
average the load on the link steadily increases. At the beginning, when the link was only being
utilized to 60 percent of capacity, the short probe by users of the fourth receiver link did not
pose a problem to the first sender link. However , when the load on the sender link was very
near capacity, the same probe by the numerous users on the heavily loaded receiver path intro-
duced a large excess load on the sender link which pushed its input rate far in excess of capacity.
The sender link had to discard bits , but it could not discard the probe bits because they were of
high priority. Hence , it had no choice but to collapse the rate of those few users directed to the
lightly loaded receiver link. These users responded by sett ing their transmission rate to the
artificially low rate imposed by the temporary probe. They would then begin their slow climb
back up to 100 percent of capacity, and the cycle would repeat.

The problems, then, can be enumerated as ( 1) users probe simultaneously, (2) users re-
spond too quickly and too completely to a drop in the network rate , and too slowly to an increase;
and (3) fruitless probes introduce an excess load that interferes with valid transmissions. The
asymmetry in user response is the main contributing factor; the simultaneity of probes is only
a secondary factor. In fact , if the probe Is modeled as a ramp rathe r than a step function, the
slow rise/quick collapse pattern still occurs. The problem occurs mainly as a consequence of
transfe r of cont rol to the users subsequent to each crash. Users will then continue to up-probe
until the load has exceeded link capacity, and a new crash will ensue.
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ro solve the problem , an entirely new strategy was developed for which user response is
sluggish and symmetrical , users no longer act in unison, and fruitless probes are eliminated.
To eliminate fruitless probes , a new probing strategy was developed in which the network actu-
ally writes into a field in all priority one packets , information concerning the highest rate that
could have gotten through. The analyzer sends the packet with the numbe r 9 written into the
field (the lowest priority possible), and each node in the path replaces the number in the field
with its own stripp ing priority p. if p is less than the number currently in the field . By the
time the packet arrives at the synthesizer, the number in the field represents the lowest priority
packet tha t could have been successfully sent , even if that priority is lower than the lowest pri-
ority the transmitter was currently transmitting. The receiver then sends the information in
this field back to the ana lyzer , and the analyzer adjusts his rate accordingly.

For the new strategy, users no longer set their rate to immediately match the rate reported

by the receiver. Instead. usc”8 are much more sluggish in their response to network changes.
Furthermore , there is no longer an asymmetry in their response to a reduction in the rate the
network can accept as opposed to an increase. Each user is allowed to change his rate at pen -.

odic time intervals , where the period , equal for all users , is on the order of 5 sec. If , at the

end of his period , a transmitter finds that the network can accept a higher rate than that at which
he is curre ntly transmitting, he responds by inc reas ing his rate by only one level. Likewise,
if his rate is higher than that which the network can currently support , he dec reases his rate by

one leve l. Otherwise, he makes no change until the time of his next update.
A final modification is tha t the users no longer act in synchrony. One could imagine , in a

real network , a strategy whereby each user ’s first period begins at the time of dial up. Since
users will dial at random time intervals , this will result in a randomization of the times of rate
change for the various users on a given path. Since it is not feasible in the simulation to treat
each conversation as a separate entity, a simplification was made such that it is assumed that
a certa in percentage of the users have probed after the same percentage of the probing interval
has been exhausted.

The results for a simulation run us ing the new strategy are shown in Fig. 6 , for the same

path (i = i~ j 1) with the same traffic matrix (20 , 40 , 60 . 80) as was used for Fig. 4. Where

formerly only 20 sec of simulated time were shown , this time the run was carried out for
120 sec. Only the received rate is shown , and the fractional rates are mean rate per customer
rather than realizable rates. It can be seen that the system is much more sluggish, with a
steady-state condition being reached only after 35 sec. However , the received rate remains

steady for the remainder of the run , a much more pleasing result than was obtained formerly.

Furthermore, the mean link utilization throughout the network, after discounting bits discarded

at the central node , is significantly higher than that obtained w ith no feedback (89.1 vs 72.5 per- 
- 

—

cent). Overall performance is also significantly higher than that obtained with either of the other
two feedback strategies.

If the imbalance is in the sender rather than the receiver links , feedback would be expected
to reduce rather than improve the overall performance. Bits will be stripped by the heavily
loaded sender nodes regardless, and feedback will only result in a more sluggish response to
an eas ing up of the network load . However , it was found that without feedback there was a ten-
dency for sudden rate drops to occur on paths including the lightly loaded sender link , as a con-
sequence of a sudden increase in the load on receiver links due to a rise In the stripping thresh-
old on the heavily loaded sender link. The effect Is analogous to what was observed with the
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Fig. 6. Received rate vs time for the pat h i = 1, j = 1, using sluggish
feedback strategy. Rat e is mean rate per customer rather than real-
izable vocoder rates.

periodic-probe feedback strategy , except that recovery is more rapid. With feedback , such
rate drops did not occur , because the sluggish user rate adjustment acted as a smoothing filter
to preve nt sudden rate increases due to changes in network stripping thresholds. The overall
utilization fell , as a consequence of the feedback , from 91.4 to 88.9 percent . but the sacrifice
in performance was probably more than offset by th& elimination of rate dropouts.

C. Inclus ion of Data Traffic

it would appear intuitively that an embedded-coding vocoder could operate quite success-
full y in a network environment where the link was being shared with data. The expectation
would be that an increase in the data load could be dealt with by dropping the vocoder rate , and
a potent ial sudden dropout in vocoder rate due to a temporary overload could be averted by tem-
porarily allowing data queues to build up.

The first issue tha t must be resolved in combining data and voice is a strategy for portion-
ing out the link to the two types of users , who have different requirements in terms of delays
and stripping. In particular, speech users cannot afford long delays, but are only minimally
disturbed by losses of all but priority one packets. With data , on the other hand , the only re-
striction on queue buildups is available buffe r space in the node , but none of the bits should be
discarded.

A possible solution would be to give all data packets a priority of one , which will assure
that they are not discarded. However , the network will have no way of knowing that data packets
can be delayed, and hence may insist on rushing these packets through at the expense of lower
priority speech packets.

An alternative solut ion Is to keep the data in a separate queue , for which there are less
strict requirements on maximum size. Fluctuations In the data load could then be smoothed
out at the point of exit on the link by allowing the queue to expand and shrink as needed.

For the experiment, the data were modeled as a stream of packets arriving at exponentially
distributed time intervals. All data packets were of fixed size , 1200 bits , the same size as the

13
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speech packets. The capacity of all eight links in the system was doubled (from 0.4 to 0.8 Mbps),
and the mean data load was set to equal exactl y the additional capacity on each link,

The strategy for portioning out the link to speech and data need depend onl y on the data traf-
fic , since speech bit rates can be adjusted by stripp ing off lower priority packets as needed.
Although for the simulat ion the mean data rate is a fixed known number , in general each node
would have to predict the data load based on some past statistics. In the simulation , the mean

data rate is measured for a fixed time Interva l and the value obtained is used in conjunction with
the data queue as an estimate for deciding how often to send data packets out on the link for the
next fixed interval. Hence , the model is designed to be able to deal wit h a data load whose
mean is an unknown variable rather than a known constant, and represents a more realistic
system.

The strategy developed is as follows: the incoming data rate is measured over a 1-sec in-
terval. I)ata are then allocated a portion of the link such tha t , if that rate were sustained , the
data queue would dwindle to exactly zero by the end of the next second . This portion is then
quantized (either by truncation or rounding) to the nearest 1/16. Then, for each set of 16 se-
quential packets sent out (see Fig. 7),  speech and data are sent alternately until the one with the
lower allocation has met its quota. The other type is the n sent exclusively for the remainder
of the set of 16. If eit her queue is empty, the other type is sent , instead of allowing the link to
remain idle.

SPEECH QUEUE 
~I5-i ii ~32

~~~~~~~~~U~~UE 

N’ 16

Fig. 7. Strategy for portioning out link to speech and data.

An important Issue is whether to truncate or round the data portion. With truncation, data
queues are kept on the average at a larger size , and link capacity is consequently more fully
utilized. On the other hand , the system has no reserves for averting a potential crisis when
an overload condition is anticipated in the speech domain. In particular, dropouts due to tein-
porary overloads were found to be much more frequent and much more drastic than was the ease
in the absence of data. The reason Is that data queues build up when the speech is utIlizing Its
full capacity, because data can no longer get speech spillover. The result is that the data de-
mand a larger portion just when the speech is consuming Its entire portion, and hence a cutback

in the speech portion occurs precisely when it can be least afforded. The frequency of auch
dropouts can be reduced by setting the threshold for when to increase the speech bit rate at a
more conservative level. However , even then, the severity of such dropouts , when they occur ,
remains much worse than was the case in the absence of data ,

If the data are allocated at a slightly larger portion than they need , data queues will not

bu ild up, even when the speech domain Is ove r loaded. It is the n possible to avert a potential
catastrophe in the speech domain by temporarily givin g the data a cut in allocation long enough
to api11 out the speech queue.
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The strategy which was found to work beat was to use the generous data apportionment in
genera l , but to automatically reduce the data allocation by 50 percent for a t00-msec duration
whenever the stripp ing priori ty for speech was raised. The data queue is thus intentionally al-
lowed to build up only in those particular situations when the speech que ue needs to be sp illed
out. With this strategy, the same thresholds could be used for stripping as were used in the
absenc e of data , without causing any drastic dropouts in rate on any of the 16 paths.

The network with a 50-percent data load using the above strategy was found to give better
performance in terms of overall link utilization than was realized in the absence of data (91.5 vs
89.1 percent). This is a somewhat surprising result , since the data introduce increased vari-
ability in the load , which ought to result in a reduced performance. This effect is apparently
more than offset by the feature that speech packets can take advantage of excess capacity in the
data reserve , and vice versa.

III. PRELIMINARY EXPERIMENT PLAN” FOR THE EXPERIMENTAL
INTEGRATED SWITCHED NETWO RK

A. Introduction

1. Purpose and Background for the Experimental Wideband Network

A wideband integrated voice/data network is currently being developed under the joint spon-
sorship of the De fense Advanced Research Projects Agency and the Defense Communications
Agency. Organizations currently participating in the program include : Bolt Beranek and New-
man (BBN), Communications Satellite Corporation (COMSAT), Information Sciences Institute
(ISI) . Linkabit Corporation, M.I.T. Lincoln Laboratory, and SRI International. Several addi-
tional organizations will join the program as contractors are selected for various subsystems
now under competitive bid. The network will provide a unique experimental capability for the
investigation of systems issues involved in a communications facility which includes wideband
satellite and terrestrial links and which carries large volumes of voice and data traffic. Areas
for experimental investigation include:

(a) Demand-assignment strategies for efficient broad cast satellite
communications ;

(b) Packet speech communication in a wideband , multi-user environment;

(c) Alternate integrated switching techniques for voice and data , with par-
ticular attention to the advantages and disadvantages of packetized voice
communication relative to more conventional circuit techniques;

(d) Rate-adaptive communication techniques to cope with varying network
condi tions;

(e) Routing of voice and data traffic;

(f) Digital voice conferencing ; and

(g) Inte rnetting between satellite and terrestrial subnetworks.

Some of these areas are of more Immediate concern to one or the othe r of the two sponsoring
agencies. Howeve r , the problem areas are so Inte r related and complementary that all are of
Inte rest to both agencies.

* A more detailed version of this plan has been submitted as a separate document.
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Recen t efforts related to the current wideband network program include:

(a) The DARPA Packet Speech Program in which the ARPANET was
employed for development and demonstration of packet speech commu-
nication techn iques;

(b) DCA-sponsorcd deve lopment of hybrid (packet and circuit) switching
techniques for voice and data;

(c) The Atlantic Packet Satellite Experiment (APSE), jointly sponsored by
DARPA and DCA, along with the British Post Office and the Norwegian
Telecommunications Authority, which included the development of the
Priority-Oriented Demand Access (PODA) class of satellite demand-
assignment algorithms.

Existing networks such as the ARPANET and the Atlantic Packet Satellite Net do not have suffi-
cent capacity to permit experiments on a scale large enough to realistically represent the multi-

p le and varied user environment that will be typical of future military com munications networks.
The wideband integrated voice/data network is intended to provide a more realistic environ-

ment for experimenta l investigation and demonstration of the advanced communications tech-
niques listed above. The complete test bed will include wideband satellite and terrestrial links
and switching nodes, access facilities including concentrators and terminals, traffic emulation
modules , various monitoring and support subsystems, and gateways for satellite/terrestrial
internetting experiments. The implementation of major network subsystems will proceed over
the next few years. The intent is to evolve the network in such a way that experiments can be-
gin as soon as the first major subsystems are operational.

2. Summary of Preliminary Expe r iment Plan

A stand-alone document representing a preliminary effort at an overall experiment plan for
the wideband network has been delivered to DARPA and DCA under separate cover. The exper-

iment plan is expected to evolve and become more detailed as the network evolves over the next
few years , and the plan will be revised and expanded accordingly. This section represents a
somewhat abridged version of the planning document. The intention is to include all major areas
which are covered in the plann ing document , but to omit some of the details of schedules, equip-
ment requirements, and issues which require coordination among the program participants.
These details are of less general interest and will be subject to changes as the plan is coordi-
nated among the sponsors and contractors.

An important purpose of the preliminary planning is to describe a development plan for the
network test bed. A description of this plan, including a discussion of the functions of the var-
ious subsystems, is given in Section Ill-B. The other primary purpose of the planning document
is to define and categorize systems experiments. The earliest experiments , which will be di-
rected at test and validation of basic system functions and capabilities, are discussed briefly in
Section Ill-C. FinaUy, advanced systems experiments are the subject of Section Ifl -D. A broad
set of experimental areas is defined , and objectives and performance measures are described
for each class of experiments. Scheduling for test-bed development and for systems experi-
ments is touched on only briefly here. More detailed scheduling Information is presented in the

separate planning document.
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An importa nt role of the planning document is to stimulate further interaction and coordina-
tion among the program partic ipants . To this end , a set of unresolved issues with respect to
test-bed development, system validation, and advanced systems experiments is listed in the

planning document. Discussion of these issues has generally not been included here.

B. Development Plan for the Experimental Wideband Network

The experimental network will include a wideband satellite network, a wideband terrestrial
network, access facilities including concentrators and terminals, and internet gateways. The
satellite net will include four earth stations with planned locations at Defense Communications
Engineering Center (DCEC), Reston , Virginia; ISI , Marina del Rey, California; Lincoln Labora-

tory, Lexington , Massachusetts; and SRI International, Palo Alto, California. At least one of
the terrestrial switching nodes will be collocated with a satellite station , but the locations of all
terrestrial nodes have not yet been specified. A topology for the satellite and terrestrial nodes
is shown in Fig. 8. For illustration purposes , the DCEC location is depicted as the site of both

a satellite and a terrestrial node , as well as a gateway interconnecting the two . Locations of

lIe- 2 5249 1

LA~ O~~ T~~ Y{

OCEC C

1~L L

T S • SATC L LIT E NODE
1’ TERRE STR IAL NODE

C • GAT E WAY
L -r L L • TERREST RIAL LINK

Fig. 8. Topology for experimental wideband network,

the other three terrestrial nodes are unspecified. Figure 9 shows a projected configuration for
subsystems to be available at a network location which is the site of both satellite and terrestrial
nodes. The functions of each subsystem are discussed below.

1. Pluribus Satellite Interface Message Processor (PSAT IMP)

The satellite network communication protocols , Including the Demand Assignment Multi p le
Access ( DAMA ) protocols for the broadcast channel , will be implemented In the PSAT IMP.
The PSAT IMP is a flexible device tha t can be programmed to serve a variety of experimental
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Fig. 9. Subsystems for experimental network.

needs. Hardware and software development of the PSAT IMPs is the responsibility of BEN.
The Satellite IMPs developed by BBN for APSE carried out similar functions, but were imple-

mented as single-processor machines. The single-processor implementation was sufficient to
support the 64-kbps broadcast channel emp loyed in APSE. The satellite channel in the current
experiment will be designed to accommodate approximately 3 Mbps , and a multi-processor ap-

proach referred to as the PL1JRI}3 US technology will be employed to satisfy this significantly

higher throughput requirement.
The demand-assignment algorithms to be implemented in the PSAT IMPs are Time-Division

Multip le Access PODA and Cont ention PODA. In TPODA , the reservation subframe is shared

by fixed slot allocation , while ( PODA uses slotted-ALOHA type contention in the reservation

subframe. The PODA algorithms provide a flexible facility for supporting a variety of DAMA-
type experiments. For example , the stream capability with fixed reservations can be utilized
to emulat e a fixed TDMA scheme for basic satellite cha nnel tests. As in APSE , the PSAT IMPs
will have internal capabilities for network experiments and measurements, consisting of fake
hosts which can be activated to serve as artificial traffic sources and sinks , and other fake hosts
which can be activated to collect and transmit cumulative statistics on specified performance
parameters. As was the case in the SIMP-3 version of the Atlantic Satellite Net , the PSAT net-

work will be implemented as a stand-alone structure, capable of functioning independent of the

ARPANET. However , facilities existing in host computers on the ARPANET will be utilized for
experimental purposes as appropriate.

2. Earth-Station Interface ( ESI)

The ES! provides an interface between the PSAT IMP and a 70-MHz Intermediate Frequency
(IF) line into the satellite earth station. Linkabit Corporation has responsibility for ES! equip-

ment development. ESI modules include a packet/burst controller which accepts packets from
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the PSAT I M I ’  and forms bursts of digitaldata for transmission, a burst modem , and a command /
monitoring unit . The ESI will be required to operate at rates from 386 kbps to 3.088 Mb ps. A
similar interface developed for APSE operates in the range 16 to 64 kbps , so that a significantly
scaled-up capability is required. The ESI will allow a mult i - ra te  transmission mode within a
burst. Modulation modes of Bina ry and Quat ernary Phase Shift Keying (BPSK and QPSK) will
be provided , as will optional error-correcting coding modes.

3. Earth Station and Channel

The earth station and channel is to be purchased from a carrier on the basis of competitive
bid. Earth-station equipment will interface with the ESI at 70 MHz IF , and will include low-
noise receiving amplifier , high-power transmitting amplifier , and antenna. A leased channel
on a domestic satellite is to be provided. To minimize interference and siting problems, opera-
tion in either the 12/ 14- or 18/30 -GHz frequency bands is preferred. However , because of the
current lack of satellites operating in these bands , it may be appropriate to provide initial capa-
bility at 4/6 GHz in conjunction with a phased upgrading to the higher frequencies. The earth
station and channel will be required to provide sufficient signal-to-noise ratio to support bit
rates up to 3.088 MHz at specified error rates.

4. Integrated Local/Regional Access Node (ILRAN)

The ILRANs are the switching/multip lexing nodes for the wideband terrestrial subsystem.
A contractor is currently being selected by the DCA to study advanced integrated systems con-
cepts including hybrid and packet switching techniques and to design a terrestrial network (in-
cluding ILRANs ) to allow experimental evaluation of these concepts. Assuming successful com-
pletion of the design study, four ILRANs will be constructed. The ILRANs will be designed to
be interfaced with access-area user terminals , hosts , gateways, and concentrators. In addi-
tion , each ILRAN will have an associated module for gene ration of emulated traffic within the
te’-restrial network,

5. Access Facilities

Access facilities for the wideband network will include terminals , access areas , host com-
puters , speech concentrators, and traff ic  emulators. The provis ion of facilities for multi—user
voice access is an essential item in the wideband experiment, and will receive much attent ion
over the first few years of the program. Much of the need for data traffic can be filled by traf-
fic emulation, and access for real data traffic can be provided by standard host computers , as
in the ARPANET. Voice experiments require subjective evaluation and thus are more dependent
on access for real voice users . In addition , the design of voice terminals, access areas , and
speech concentrators is in itself an important topic for investigation in the wideband program .
A heavy emphasis on voice problems is thus expected during the early phases of access facilities
deve lopment. The associated issue of whether access for data traffic should be handled sepa-
rately or integrated with voice access t raf f ic  remains open at this time.

a. Access Area

The access area provideg the physical medium for collection and distribution of terminal
data. A topology and a set of protocols must be specified in the access area design. Lincoln
Laboratory is currently stud ying (under DARPA sponsorship) access-area architectures with
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particular attention to distributed approaches. During l”Y 79, Lincoln will design and validate

a p ilot access area capable of supporting a few real voice terminals as well as a substantial vol-

ume of emulated t raf f ic .  This p i . .  access area will be interfaced to the wideband network

through a minicomputer host , to allow t -ar l y speech experiments  on the wideband network. It is

expected that this p ilot access area will be the forerunner  of a wideband access area capable of

handling 50 to 100 terminals.

b. Speech Concentrator

The purpose of the speech concentrator is to collect the digital voice outp uts from individual

voice terminals and form them into one wideband data stream which is presented to a network

node. It also performs the inverse process of sp litting the return stream for transmission to

the terminals. The concentrator has the task of transforming the local protocols of the voice

terminals into the line transmission or packet protocols required by the wideband network node.

it may also perform functions such as silence detection and rate control. initially , the concen-

trator will be connected to the PSAT IMP , with a software gateway in the concentrator perform-

ing the necessary protocol conversion. Later , as shown by the dotted line in Fig. 9, a concen-

trator/ILRAN connection will also be imp lemented. It should be noted that the ILRA N switch!

mult iplexer will be designed to include its own concentration function and be able to accept in-

puts from individual terminals as well as from concentrators. Voice experiments in the terres-

tria l network therefore might not require a speech concentrator. However , a concentrator/

ILRA N connection will allow the access area and concent ration facilities developed primarily

for the satellite network to be utilized effectively in terrestrial network-based experiments .

The requirements for speech cGncentration have been the subject of a stud y during FY 78

at Lincoln Laboratory. The study has addressed specifically the separation of functions among

concentrator , access area , and term inals. No specific schedule has been set for developments

of a speech concentrator capable of handling hundreds of terminals , as will eventually be re-

quired in the wideband network. However , earl y speech experiments will utilize only a few voice

terminals , and the concentrator funct ion for these experiments will be handled in a standard

minicomputer , such as a PDI ’-l l.  This limited-capacity concentrator will be referred to here

as the miniconcentrator.

c. Speech Terminals

Speech communication experiments will form an essential part of the wideband-network

program, and speech terminals of various types will be utilized as the program proceeds.

Speech terminals include the speech algorithm processor or vocoder function as well as an

access-area interface and suitable dial-up and ring ing functions. Speech terminal deve lopment

is not viewed as a primary focus of the wideband-network program. However , reference is

made here to current efforts sponsored by DARPA under the Packet Speech Program which will

provide support for the wideband experiment in the speech terminal area.

Figure 9 shows both dedicated and programmable terminals in the access area. Dedicated

terminals will run fixed vocoder algorithms and interact with the network in a fixed way. Cur-

rently available voice processors for dedicated operation include wideband encoders such as

Continuously Variable Slope Deltamodulator (CVSD) devices and a more limited number of oar-

rowband processors such as the Linear Predictive C oding (LPC) devices used in APSE. A cur-

rent DARPA-sponsored program at Lincoln Laboratory and Texas Instruments (TI) is directed
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at developing a small , cheap narrowband voice processor which can be dep loyed in large num-

bers in the wideband experiment. A prototype of such a unit , which is based on Charge-Coup led

Device (CCD) technology and imp lements a channel vocoder algorithm , wil l become operational

during FY 79.
A limited number of high-speed programmable terminals will be used for working with

newly emerging voice algorithms and expe r imental techniques for terminal/network interaction.

Of particular interest here are terminals which can communicate at varying bit rates depend ing

on network load. Voic~ algorithms of the embedded coding type are of special interest in this
regard because of their ability to change rates rap idly. Such algorithms , which are current ly
under development at Lincoln and elsewhere, will be tested on high-speed programmable devices.

Current ly available programmable processors such as the Lincoln Digital Signal Processor
(LDSP) will be able to support such experiments in a limited way. Howeve r , the comp lexity of

some of the proposed new algorithms (e.g. , embedded coding) is such that more powerful pro-

grammable processors will be needed in the long run.

A stud y of the voice terminal/access-area interface issue is currently being initiated at

Lincoln. The design and construction of interfaces to support experimental work in this area

will be carried out as part of this effort.

d. Access-Area Traffic Emulator

The function of the access-area traffic emulator is to simulate the traffic loading effect of

many voice terminals in the access area. Since voice traffi c flow control is envisioned as be-

ing implemented either in the speech concentrator or at the voice terminal itself , traffic emu-
lators resident in the PSAT IMP cannot satisfy this requirement. Rather , the emulator must

act via the access area so that the concentrator ’s flow control mechanisms are exercised. It

is expected that the required access-area traffic emulation ca:i be effected in software either in

conventional PDP- 1l type machines or in currently available high-speed processors. Lincoln

has responsibility for implementing a software capability for access-area voice traffic emula-

tion. The emulation will include call initiation/termination and the use of speech activity detec-

tion for each of the simulated speakers. The emulation software will include voice f]ow control

techniques such as bit rate selection at dial-up, dynamic modification of vocoder rates during

conversations, and the embedded coding technique.

6, Gateways

Gateways allow internet communication between the wideband network and other networks.

Two gateways are shown in Fig. 9, although other internet connections will probably be imple-

mented during the course of the experimental program. An example of part icular interest is a
gateway to the ARPA Packet Radio Net.

An initial capability for internet communication between the PSAT IMP and the ARPANET

will be imp lemented by BBN in the form of a software module in the PSAT IMP processor.

This internal PSAT ‘mini-gateway” will support transfers of experimental data and cont rol be-

tween PSAT IMP fake hosts and TENEX-based facilities residing on the ARPANET. However ,
experiments involving real internet (data or voice) traffic traversing the ARPANET and wide-

band satellite net will require a full gateway capability similar to the PDP-11 configuration used

In APSE.
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The PSAT IMP/ILRAN gateway will be used for wideband terrestrial/satellite internett ing
experiments. Design of this wideband gateway ought to begin after the initial ILRAN capability
has been established.

7. Wideband Terrestrial Links

When the ILEANs are eventually delivered to network locations , wideband terrestrial links
will be needed to interconnect them. The earliest need for such links is projected to occur dur-
ing l Y  82.

8. System Control and Monitoring

System control and monitoring support facilities will be needed throughout the experimenta l
program. The monitoring and control technology developed for APSE will be carried over by
BBN for use with the PSAT network. A monitoring and control fake hos t will be implemented in
the PSAT IMP processor , and communication capability between this fake host and TENEX mon-
itoring and control programs will be established. The ILRAN contractor is required to develop
a Network Monitoring Center (NMC) as part of the terrestrial network imp lementation. Provi-
sion must be made for the control and monitoring of satellite/terrestrial internet experiments.
Options include physically combining the network control centers or establishing a communica-
tions path between them.

9. Subsystem Development and Installation Schedule

A tentat ive schedule for deve lopment and installation of the wideband experimental facility
is presented in some detail in the separate experiment planning document. A key milestone
date on that schedule — 1 January 1980 — is worth calling attention to here.

At that time basic satellite subsystems, including PSAT IMPs , ESIs , and earth stations .
will have been mstailed at the first two network locations (prob ably ISI and Lincoln). In addi-
tion , an access facility including a prototype access area , one or two narrowband voice termi-
nals, a traffic emulation capability, and a miniconcentrator will be available at one of the sites
(Lincoln). This date thus marks the starting point for experiments with the wideband satellite
subnetwork, including emulated data and voice traff ic  as well as live voice.

The terrestrial network switches (ILRANs) will be developed in a parallel program which
extends through FY 81. Construction and initial testing of the ILRANs is due to be comp’eted
at the end of F? 80 , and systems experiments with the four ILRANs interconnected within the
contractor ’s test facility will proceed during FY 81. Delivery of the ILRANs to specified net-
work locations will occur early in F? 82. This represents another key milestone in the network
development schedule.

C. System Validation

1. Introduction

Experiments for the wideband network can be roughly divided into two classes: (a) system
validation experiments which verify or measure the performance of a network component or
function and (b) system concept experiments directed at exp loring some specific issue or prob-
lem in integrated voice/data networking. The concept experiments motivate the building of a
test-bed system and are designed to provide answers to Important systems questions. The
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validation experiments have as a goal performance verification of the test-bed facility on which
the concept experiments will be carried out.

2. Validation Experiments

The preparation and execution of validation test plans are generally the responsibility of the
subsystem contractors. However, the separate experiment plan document gives a summary re-
vie~ of the minimal objectives that should be satisfied by these validation plans. This review
includes discussion of validation experiments relevant to the satellite subsystem , the terrestrial
subsystem, access facilities, and gateways. The review is not given here since many of the
items require specific coordination with ind ividual contractors.

D. Advanced Systems Experiments

Advanced systems experiments are defined and discussed here. Seven classes of experi-
ments are considered in Sections III-D-1 through III-D-7. These are:

(1) Demand-assignment multiple -access strategies ,
(2) Multi-user packet speech communications,
(3) Advanced switching/multi plexing techniques for voice/data integration.
(4) Rate-adaptive communications techniques ,
(5) Routing,
(6) Conferencing, and
(7) Internetting.

It should be recognized that there is significant overlap among the experiment areas. This over-
lap can be used to advantage in that particular experiments will provide results in more than one
area, For each class of experiments the following items are discussed:

(1) Introduction and background,
(2) Experiment of objectives,
(3) Experimental approach and requirements, and
(4) Performance measures.

The separate experiment plan document includes more detailed discussion of each experiment
area and presents a tentative schedule for each class of experiments.

1. Demand-Assignment Multiple Access (DAMA) Techniques

a, Introduction and Background

Broadcast communicatioa satellites have a unique potential to efficiently support general-
purpose communications, including both data and voice , among a large and diverse set of users.
Cost analysis studies have shown that substantial savings can be achieved with systems employ-
ing hundreds of earth stations. However , a prerequisite for the achievement of these savings
is the development of flexible DAMA techniques that allow one to exploit the broadcast nature of
the satellite channel. The APSE program has provided an impetus for the development of such
DAMA techniques and a test bed for their evaluation. Techniques investigated in APSE include
fixed-TDMA , round-robin TDMA , slotted ALOHA, and several variations of PODA. A basic
requirement of these algorithm s is the ability of the satellite earth station equipment to transmit
and receive in a flexible burst-TDMA mode. The demonstration of this capability has been an
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important achievement of the APSE program. Of the DAMA schemes tested , the PO DA algo-
rithms appear to be the most promising in terms of their ability to handle thc expected mix of
user requirements , including block (data) and stream (voice) traffic. Howeve r , the POl)A algo-
rithms also place the most stringent requirements on the DAMA processors in terms of process-
ing speed and memory.

DAMA-related experiments in APS E have been limited in scope because of the restricted
(64 kbps) bandwidth of the satellite channel. This restriction has prohibited full  testing of the
ability to handle mixes of voice and dat a traffic , and of the reservation-handling capability of
the DAMA processor. The wideband satellite network will provide an environment for DAMA
experiments with traff ic loads more representative of expected user communities. The PODA
implementation in the PSAT IMPs will provide an effective and flexible facility for experiment-
ing with realistic traff ic volumes and mixes as well as with various DAMA schemes.

b. Experiment Objectives

DAMA experiments will be aimed at testing and evaluat ing the effectiveness of various
multip le-access protocols in environments typ ical of the satellite portions of future military
communications systems. Experiments shall be directed at the investigation of techniques for
(1) efficiently sharing the satellite channel capacity among many earth stations and (2) taking
advantage of the differing statistics and transmission requirements of voice and data traffic to
achieve efficient statistical multip lexing. For examp le , there is strong interest in investigating
and developing schemes for achieving the TASI advantage by statistical multiplexing at the satel-
lite in cases where only a few voice users are present at each ground station. The feasibility
of achieving this type of statistical multip lexing, which may require very rapid variation in sat-
ellite capacity assignments, will be investigated. The attendant advantages and costs of highly
responsive DAM A schemes should be compared with simpler schemes which offer slower varia-
tion in channel allocation. Another objective is to compare the effectiveness and processing re-
quirements of distributed and centralized control of the channel assignments in order to select
an appropriate mix of these control schemes for future systems,

Of major concern in all cases is the earth stat ion equipment requirements needed to support
the algorithms (hardware size and cost , software complexity) and the robustness of the systems
with respect to earth-station error or failure , transmission channel errors , etc. An important
problem area is that of verif ying that selected DAMA schemes can actually function efficiently
with large volumes of real t raff ic  without developing lockup problems or other limiting effects.

c. Experimental Approach and Requirements 
-

The PODA algorithm will be us’hd as a flexible experimental tool for carrying out the DAMA
experiments. Traffic emulation in the PSAT IMPs will serve as the primary means for gene rat-
ing the traf ic mixes required to test DAMA performance and processing requirements under a
variety of conditions. Real voice and data traffic will be combined with the emulated traffic as
appropriate. The measurement fake-host facility in the PSAT IMP will be used for measuring
the patterns of delays , lost packets , etc. , for the various experiments. These data will be de-
livered to a TENEX host for analysis and disp lay.

Two important sequences of experiments in the DAMA area are identified and discussed in
some detail in the planning document. The first concerns techniques for the efficient handling
of ful l-dup lex speech users , in the case where many nodes are each supporting a small number
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of speakers. The second sequence is directed at assessing the effects of stressing the DAMA
algorithm under c’ifferent dynamic response constraints.

d. Performance Measures

Performance measures for voice include delay distributions, percentage packet loss , and
the efficiency with which the burs t nature of speech can be exp loited. Data performance mea-
sures include average delay, buffe r requirements , and probability of packet misdelivery. For
the overall system , the efficiency of utilizing the satellite channel resource is of prime impor-
tance. The processing cost of achieving high channel utilization for various user mixes must
be determined. The robustness of the system is an important performance measure. The sys-
tem must be able to accommodate synchronization loss or hardware failure at ind ividual stations
w ithout seriously compromising overall network performance. In addition, temporary data ove r-
loads must  be accommodated without catastrophic system failure. Finally, the system should
exhibit fairness in its ability to provide the same qual ity of service to all users of equal priority
without allowing individual users to capture a disproportionate share of the channel resources.

2. Multi- User Packet Speech Communications

a. Introduction and Background

Packet speech communication has become a subject of intense interest and activity ove r the
past several years. Factors motivating this Interest include~ (1) The development and demon-
strated advantages of packet techniques for data communications, (2) the potential of packetized
techniques for increasing channel utilization by exp loiting the bursty nature of speech transmis-
sion , and (3) the possibility for the integration of voice and data in a common system based on
packet switching. The basic feasibility of packet speech communication was first demonstrated
in experiments on the ARPANET under the DARPA Packet Speech Program. Developments under
this program included voice protocols for packet networks and techniques for maintaining speech
communication quality in the face of the delay dispersion inherent in packet transmission.
Later , packe t speech communication techniques for a broadcas t satellite environment were de-
veloped in the Atlantic Packet Satellite Experiment.

A recent economic study conducted by Network Analysis Corporation (NAC ) concluded that
packet-switching is potentially the most cost-effective technique for the integrated switching of
voice and data. Support for th is conclusion will require a demonstration of the feas ibility of
packet voice on a large scale, However , packet speech experiments to date have accommodated
only a few voice users because of channel capacity limitations in the ARPAN ET and Atlantic Sat-
ellite Net. . 

-

h. Experiment Objectives

A primary objective of the experimental program is the development and demonstration of
packet speech techniques for a wideband , multi-user environment. Included in this objective is
the investigation of the effectiveness of packet techniques in achieving efficient statistical multi-
p lexing of voice transmissions from a number of users. A prerequisite for multi-user packet
speech experiments is the development of appropriate access facilities including concentrators.
access areas , and packetized voice terminals. In fact , the Investigation of advanced access and
concentration techniques is in itself an Important objective of the current experimental program.
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Distributed architectures for the access area , where terminals are interfaced to the concentra-
tor through a common cable or bus , are of particular interest in this regard. In addition , the
desi gn of terminals and access facilit ies mus t  reflect the need for eventual compatibility with
privacy/security requirements. I’~xperirnents directed at demonstrating such compatibility
should be included in the program.

c. Experimental Approach and Requirements

Packet speech experiments will be phased in a manne r consistent with the development of 
-

the network test bed. The initial voice experiments will make use of two voice terminals in the
same access area , interfaced to the I’SAT IMP by means of a miniconcentrator. Loop-back
tests through the PSAT IMP will be followed by tests where packets are transmitted up to the
satellite and back to the same earth station. These tests will establish the effectiveness of the
inte rfaces and protocols between the concentrator and the PSAT IMP , and will verify the dialing
and signaling protocols which allow call setup through the satellite channel. Emulated traffic
will then be combined with real voice traff ic  in order to determine the effects of loading the sat-
ellite channel near capacity. l’ake hosts in the PSAT IMP will provid e a source of emulated
traffic characteristic of multi p le voice and/or data users.

When a second set of access facilities becomes available , these experiments will be repeated
with two-way conversations between sites. Access-area traffic emulation wil l be used to test
multiple call-handling capability and flow-control strategies in the concentrator, and to establish
the throughput limitations of the complete path from access area to access area. A series of
experiments will be run to test alternate voice multiplexing strategies in the concentrator.
Schemes for packet aggregation, whe re speech packets from two or more terminals are com-
bined into large r packets for transmission on the wideband net , will be developed and tested.

These expe r iments will later be scaled up to includ e a large number of real voice terminals
interfaced to the network through a wideband concentrator. Although the discussion of packet
speech experiments here has been focused on the satellite network , a similar set of experiments
will be run later in the program in the terrestrial and interne tted environments.

Experiments involving privacy/security will follow the initial developments of a packet
speech capability. A requirement for such experiments is the availability of real or simulated
packetized privacy devices. The BCR class of encryption control devices should be considered
as a primary candidate f or satisfy ing this requirement in the satellite channel and over wideband
terrestrial trunks. Access-area privacy is an important topic for which a variety of options
need to be considered.

d. Performance Measures

Performance measures for packet voice inc lud e delay distributions and percentage Dacket
loss and their effect on speech quality. The efficiency with which speech users can be statisti-
cally multiplexed is of essential importance. It must be determined to what degree the TASI
advantage can be attained, and at what cost in packet overhead , switch proces sing requirements ,
and buffe r storage. The call-handling capability and achievable throughput for the access area ,
concentrator , and satellite network need to be assessed Ind ividuall y to insure that a proper
match is des igned and resources are not wasted. Reliability and ease of use of the packet speech
system will  also be important concerns .
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3. Advanced Switching/Multip lexing Techn iques for Voice/Data Integration

a. Introduction and Background

The trend in military communications is toward all-digital networks which will serve large
volumes of voice and data traffic.  Problems of fundamental concern are (1) the economics of
serving voice and dat a app lications on a common integrated communications system and (2)  the
comparison of alternate switching technologies for integrated voice and data networks.

Switching technologies to be considered include advanced packet and hybrid (combination of
circuit and packet) approaches , as well as more traditional circuit-switched methods. Analysis ,
simulation , and ARPANET experience indicate that packet techniques provide considerable ad-
vantages for the handling of interactive data traffic. The previously cited NAC study concluded
that packet switching is potentially the most cost-effective technique for the integrated switch-
ing of heterogeneous traffic including voice , interactive data , and bulk data. Hybrid techniques
were also shown to have significant advantages over all-circuit techn iques. The key factor
which separated packet and hybrid systems was the potential ability of packet systems to achieve
approximately a 2:1 saving in bandwidth utilization (the so-called Time-Assigned Speech Inte r-
polation , or TASI, advantage) for vo~~e by avoiding transmission during silent intervals, The
extent to which this saving can actually be achieved in a large, distributed network remains to
be determined. Another issue to be investigated is the effectiveness of fast virtual-circuit
switching techniques as compared with packet approaches in achieving channel savings during
speech pauses. Finally, interoperability between advanced switching techniques and existing
network strategies , and the problems and costs of transition, are subjects of concern.

The efficient integration of voice and data is probably the most central issue in the wideband
program and pervades all the experiment areas. This section focuses mainly on the issues of
voice/data integration in the terrestrial network or ILRAN system since it is here that there
are two specific switching technologies, hybrid and all packet , which have to be examined.

b. Experiment Objectives

Recent analyses have indicated that advanced switching technologies , including packet and
hybrid (combination of circuit and packet) approaches , have the potential for efficient integra-
tion of heterogeneous traffic types , with significant cost savings due to the sharing of switching
and transmission facilities. However , the feasibility of such techniques has not yet been dem-
onstrated on a large scale. A key purpose of the wideband program is to achieve such a dem-
onstration, and to carry out an implementation exercise which deve lops the switching concept
in sufficient detail to serve as a prototype for a future integrated military network. For all-
packet systems, the development, demonstration, and cost analysis of packet voice communica-
tions on a large scale is a subject of key concern. For hybrid systems, the implementation and
integration of packet and circuit switching into a common system must be demonstrated. These
demonstrations will provide a sound bas is for comparison between packet and hybrid techniques.

The objectives of this portion of the experiment are the following:

(1) Provide a flexible test bed for evaluating different techniques of voice/
data integration both within the terrestrial network and in conjunction
with the satellite network,

(2) Perform a series of experiments which will allow a quantitative evalua-
tion to be mad e of the advantages and disadvantages of both techniques.
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c. Experiment Approach and Requirements

The principal vehicle for examining the voice/data integration issues will  be the ILRA N sys-
tem consisting of four flexible switching nodes connected by wideband t runks.

The experiments wil l  be conducted in two parts. The f irst  part wil l  consist of a three-year

developmei.i a~iJ test program to be conducted by the ILRAN contractor at his faci l i ty.  In the

second part , the equi pment wil l  be integrated with the satellite network. Experiments in this
second area are described in Section lll-D-7 on Internetting.

The initial three-year effort of the LLEAN contractor is in turn  divided into three phases.

In the f i rs t  phase , the contractor will study the promising voice/data integration techniques in-

cluding at least the packet and hybrid concepts. For each promising concept , the contractor

will ident ify the key features which should be experimentally evaluated to assess their relative
advantages and disadvantages. These experiment requirement s will the n be used as a guide for
designing a flexible experimental switching network test bed to carry out the experiments. The

contractor will also develop a comprehensive , general test p lan describing the concept experi-
ments to be performed on the terrestrial  network.

In the second phase, the contractor will build and test the system designed in the firs t phase.
He will also elaborate on the general concept test p lan to develop detailed acceptance and con-
cept test procedures. In the third phase , the de tailed concept test p lan will be ca rried out at
the contractor’s facility.

d. Performance l~’easures

Performance measures for voice include delay distributions and percentage packet loss and

their effect on perception , as well as the number of users that can be handled for each scheme.

The effectiveness of each scheme in exp loiting speech activity detection to save on channe l utili-

zation during pauses is of particular importance , since the packet versus circuit comparison

hinges largely on this issue. For  data t raf f ic , delay distributions and buffe r storage require-

ments as functions of voice traff ic load and strategy for servicing the mixed t raff ic are of pa r-

ticular interest. In all cases , network throughput rates , channel utilization characteristics,

and switch processing requirements will  be critical performance measures.

4. Rate-Adaptive Communic-dions Techniques

a. Introduction and Background

Condi tions in an operating communications network are in a continual state of change. Traf-
fic levels fluctuate as new users enter and leave the system arid as the capacity requirements of
individual users vary with t iire. Link capacities may vary due to jamming of fad ing. Portions

of the network may become temporarily unavailable due to equipment failures. An essential as-
pect of network operation is the ability to maintain the best possible service in the face of chang-
ing conditions. Data networks such as the ARPANET inc lud e routing and flow-control algorithms
designed to cope with changing conditions. In an integrated voice/data network , an important
additional oppo rtunity for effec tive adaptation is presented because voice can be communicated
at a variety of rates with d ifferent degrees of fidelity. Assuming the availability of a sufficient ly
flexible speech coder , voice bit rates could be adjusted up or down to match the capacity avail-
able In the network at a given time.
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One approach to voice rate control is to assign to each user entering the system a rate
based on n ct anrk  loading at the t ime of dial-up and on the priority of the user. Ultimately, a
user would be l)IOcked if the network were unal,J~ to support him at his lowest bit rate. A sec-
ond approach would provide more rapid response to changes in network status by allowing te r-
minals to change rates during conversation based on control signals from the network. A third
approach permits essentially instantaneous reaction to network overloads by allowing some of
the speech bits in t ransi t  to be discarded by network nodes along the communication path.

This third approach requires an “ embedded coding” vocoder of the type originally proposed
at Naval Research Laboratory. In this technique , the voice signal is encoded into packets of
d iffe rent priorities. The lower priority packets may be discarded at any time without affecting
the intelligibility of the speech although there will be some degradation in speech quality. In
any vocoder frame , the speech synthesizer will use all the packets that arrive, and fill in for
all those which are missing. This results in varying quality levels as the priority level of the
arriving packets changes. To insure that intermediate nodes are not overloaded with packets
that are later discarded , the embedded coding technique is combined with an end-to-end flow—
control algorithm where the receiver notifies the transmitter of the current received rate , and
the transmitter sends only those packets likely to be received at the destination.

During FY 78 , an embedded coding vocoder based on a synthesis of channel vocoding and sub-

band coding methods was developed at Lincoln Laboratory. This vocoder is capable of operating
at rates from around 2 to 20 kbps with quality and robustness increasing with rate , and without
perceptible transients due to rate switching. In addit ion, a study via simulation of the effects
of end-to-end flow control in a multi-hop network with embedded coding of voice has been car-
ried out. Control mechanisms which allow rap id adaptation and stable network behavior have
been ident ified.

b. Experiment Objectives

The objective of experiments in the rate-adaptive communications area is to develop and
evaluate techniques for maintaining network performance and stability ~n the face of changing
conditions. Schemes which provide gracefu l degradation of the quality of service as network load-
ing approaches saturation are to be developed and tested. There will be a focus of attention on
voice communication because of the variable-rate nature of the voice source. However , data
flow control techniques will also be tested. Of particular concern is whether the ARPANET
class of flow-control techniques , which have been tested in a data-only environment, will per-
form effectively in an integrated voice/data network.

c. Experimental Approach and Requirements

Traffic emulation will be a primary tool in the testing of rate-adaptive techniques, since
variable-rate voice coders are still in the developmental stages. Voice traffic characteristic
of a large number of embedded cod ing vocoders will be emulated. For experiments on the sat-
ellite subnet , the priority-oriented mechanisms built into PODA will be used as a means for
discarding lower prio r ity packets as loading increases. End-to-end rate control mechanisms
will be emulathd and tested. To evaluate the effects on speech quality , one or two speech ter-
minals capable of real embedded coding operation will be implemented in flexible high-speed
pro .essors. The speech from these terminals will be combined with emulated traffic, which
w ill include other voice traffic as well as data traffic. The effect on voice performance of a
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sudden large demand for data capac ity (e.g. , a high-priority file transfer)  will be evaluated.
The pe rformance of the highly dynamic embedded coding approach will be compared with sim-
pler approac ia ’i such as rai l-  control at dial-up.

d. l ’erformanct•  Measures

The primary pe rformance measure for voice is the speech rate and associated quality
achieved for the community of users as a function of network conditions. Stability is also an
important performance measure. When many users try to respond to network conditions by
raising and lowering their rates , ne twork  instabilities can result if proper controls are not ap-
p lied. The proper trade-off between adaptation rate and stability must be made. For data traf-
fic , the usua l measures of delay, buffering requirements , and reliability are applicable. The
network-wid e implications of rate-adaptation must be examined. Questions include an evalua-
tion of the overall benefits to voice and data users as measured against the increased cost and
comp lexity of the application of rate-adaptive techniques.

5. Routing

a. Introduction and Background

Previously , routing algorithms have been deve loped either primari ly for voice traff ic (the
telephone network) or primari ly for data t raf f ic  (the ARPANET).  In design of routing algorithms,
satellite channels have generally been utilized as a cable in the sky rather than as a demand -
assigned medium for flexible broadcast connectivity. Future integrated networks will inc lude
large volumes of both voice and data traffic , with flexible satellite connectivity in addition to
terrestrial links . Routing algorithms should be matched to this environment, and the wideband-
network test bed provides an excellent facility for the development and testing of such algorithms.

h. Experiment Objectives

A major goal of the wideband project is the investigation of the interaction between the sat-
ellite and terrestrial components of a combined network. Of particular interest in this context
are potential routing algorithms which involve choices between the utilization of satellite and
terrestrial links. A mechanism must be provided for weighing the ability of the satellite to offe r
a path of fewer  hops to a desired destination, against the disadvantage of the satellite round-trip
delay. In addition , the routing algorithm must regularly ope rate in the context of a network with
variable-capacity links, since the DAMA capability implies that capacity assignments on the
satellite links will be adapted to changing t raf f ic  requirements. The design of a routing algo-
rithm is a terrestrial/ satell ite n ’-twork should also take into account the advantages affo rded
by the broadcast satellite medium for transmission of multi-addressed or conferenced data
streams.

The interaction between voice t ra f f i c  and data traffic will also be of key concern , since the
diffe rent delay and throughput requirements of these two types of traffic may call for different
routing techniques. Voice traff ic might he routed by a preselected fixed path or virtua l circuit
which has been determined to have suf f ic ien t  capacity to accommodate the required bit rate ,
while interactive data might be routed on an independent packet-by-packet bas is. The effect of
data queue sizes in the network on the choice of voice virtual circuit  routes through the network
must also be considered.
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c. I-~xperim e ntal Approach and Requirements

A prerequisi te  for  routing experiments is a stud y to identify poten t ial  routing algorithms
for the combined satell i te/terrestrial  network.  Such a stud y should consider in detail the issues
described above and identif y important routing experiments. The app licabilit y of existing rout-
ing algorithms to the wideband integrated environment should be considered. The design of the
P SAT/ ILRAN gateway should reflect the requirements f o r  routing experiments.

d. Performance Measures

Routing performance measures include delay, through put , cost , and rel iabi l i ty.  Of partic-
ular  interest will be the ability to choose between satellite and terrestr ial  paths in such a way
that pe r formance is optimized.

6. Confe rencing

a. Introduction and Background

The capability for conferencing is an important requirement for mili tary communication
systems. In addition , voice confereitcing provides an excellent vehicle for exercising a network
with real traffic and for direct demonstration and observation of performance. Voice confer-
encing experiments and demonstrations have been an important facet of the DARPA Packet Speech

Program and of the APSE Program. It is expected that conferencing experiments will be of sim-
ilar importance in the wideband experiment. The ability to handle greater numbers of voice
users and to simultaneously communicate varying levels of real and simulated data traff ic will
add richness to conferencing experiments in the wideband network.

b. Experiment Objectives

I ;ar ly conferencing experiments should focus on the transfe r of APSE and ARPANET con-
ferencing protocols to the wideband environment. These protocols generally implement control-
signal switched conferencing, where the floor is switched from participant to participant by a
chairman computer program which acts on the basis of participant request signals (push buttons,
touch tones , etc.). Of part icular concern in these control—switched conference experiments will
be the interaction between the conference controller program and PSAT IMP and gateway soft-
ware. It is expected that conferencing on the satellite net will employ the stream mechanism of
PODA, and experiments determining ti~e capability and flexibility of this mechanism for confe r-
encing purposes should be carried out as early as possible.

Another conferencing strategy to be tested is the voice—cont rolled technique whe re a partic-
ipant’s speech activity is monitored and he expresses his desire to talk simply by beginning to
talk. Conferencing algorithms proposed for the World Wide Military Command and Control Sys-
tem (WWMCCS) utilize voice-activated switching in conjunction with a distributed control algo-
rithm. Collisions on the satellite channel and momentary speech loss result when two or more
users enter talkspurt within the same satellite round-trip time. These collisions result also
In temporary loss of crypto sync on the channel. Programs to simulate these effects have been
developed in a local test bed at Lincoln Laboratory. Experiments using this teat bed are pro-
ceeding, and future evaluations of these algorithms will be carried out in an operational WWM ( CS
test bed. The experimental  wideband network will allow the study and evaluation of these and
similar conferencing techniques in an environment which is more realistic than a laboratory test
facility and more flexible than an ope rational conferencing system.
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Consideration and simulation appropriate to. the effects of security requi remer it a  wil l  be an
impor tant  aspect of these expe r iments. Conferencing will be carried out in the satellite subsys-
tem. A later objective is the deve lopment , demonstration, and evaluation of an internetted con-
ferencing capabili ty for large numbers of conferees. This effort  will serve as a follow-on to the
cu r r en t  development of an internetted voice conferencing experimental  facility involvin g the
Atlantic Satelli te N e t w o t - k  and the ARPANET.  The limited bandwidth in both these nets and the
large delays in the ARPANET restrict the scope of internetted conferencing experiments in these
nets. T h e  wideband network will  provide a more substantial test bed for internetted conference
experiments. The location of conference control and the interaction between the broadcast sat-
ell i te network and the terrestrial net are subjects of particular concern.

[‘ uture mili tary requirements may call for conferencing capabilities which include graphical

as well  as voice communication among participants . The wideban d network will  serve as an ex-

cellent faci l i ty  for the development and demonstration of such a capability. Issues to be consid-
ered include the specification of required capabilities for voice/graphics terminals , the develop-
ment of protocols for conference management , and the integration of voice and graphics data in

the terminal access area.

c. Experimenta l Approach and Requirements

Conferencing represents a user  application on the network. Therefore , confe rencing expert-
ments must  be preceded by the es tabl ishment  and verification of network operating capability.

Internetted conferencing must be preceded by the development of gateways. For conferencing on

the wideband satellite network , the availability of the stream PODA capability is of particular

importance. Conferencing protocols developed for APSE presuppose a stream capability for max-

imum efficiency. Other obvious requirements for conferencing are voice terminals with suitable

signaling mechanisms (buttons , touch tones , etc.) and network access capabilities. Finally,
conferenc ing protocols and software must  he designed and implemented.

The experimental approach will be to rel y on transfe r of existing (e.g. , APSE) conferencing

protocols to the wideband environment for initial conferencing experiments and demonstration of

capabilities. Plannin g for more advanced couferencing experiments such as voice/graphics con-

ferencing~should be a parallel effort .

d. Performance M ’asures

The wideband network test bed is not viewed as an appropriate facility for formal evaluation

of conferencing strategies via human factors experiments. Instead, the test bed will be used for

feasibility demonstrations of different  confercncing systems strategies. Evaluation of the suc-

cess of particular strategies wil l  he subjective but informal. Intelligibility of the speech, rec-

ognizability of talkers , and abil i ty to gain the floor when required are important performance

measures. Also of primary importance are ease of conference initiation and reliability, inc lud-

ing the ability to maintain the conference even when some of the equipment (e.g. , one of the

PSAT IMPs) temporarily becomes disabled or loses communication.

7. Internetting

a. Introduction and Back ground

Interne t t ing  refers to communica t ions  between networks or subnets which operate with dif-

ferent communicat ions  protocols. Such communication is carried out with the aid of special
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processors called gateways , wh ich  reside at the in t ernet  boundaries and p erform the functions
necessary to t ransmit  data from one network to another in usable form. In t ern et tmg  is a sub-
ject of con t inu ing  research , as exemp lified by the ongoing activities of the D A R PA  Internet t ing
Program. In the packet-switching area , protocols for packe t internetwork communicat ion have
been developed and imp lemented for experimental use in the A R P A N E T , Atlantic Satellite Net ,
and l’acket  Radio Net. The capability for intercommunicat ion between d i f fe ren t  networks ,
whethe r circuit  or packet switche d , is a continuing requirement  for operational mi l i tary  and
civil ian communications.

In the earl y phases of the widehand program , a limited form of internet t ing wil l  serve as a
convenient means for t ransferr ing central , monitoring, and measurements  information between
ARPANET hosts and PSAT IMP fake hosts. Later , experiments directed at internet t ing prob-
lems will  become a focus of activity as the satellite and terrestr ial  networks become full y op-
erat ional  and development of gateways is initiated. Important problem areas to be addressed
in these internetting experiments include circuit/packet interoperability, routing in combined

tellite/t e rrestrial networks , and conferenc ing.

b. ~xperiment Objectives

The development and testing of a circuit-to-packet gateway for voice , including packetiza-
t ion/depacketizati on at the gateway, is an important experiment obj ective . Im portant issues
to be investigated include requirements for gateway processing power , the effect of lost packets ,
and imp lications for privacy/ security. The circuit/packet interoperability problem will arise
specificall y in the wideband test bed in experiments where voice is circui t  swit ‘bed in the ILRANs
and must traverse the packet ’~switched satellite net. The gateway development necessary to ac-
cominodate such communication will serve as a model for the later establishment of internet
connections between the experimental  network and operational circuit-switched voice networks
such as AUTOV ON and A UTOSEVOCOM II .

c. Experimental Approach and Requirements

Initial internet experiments wil1 util ize an ARPANET/PSAT gateway, assuming that a ieci-
sion is made to imp lement such a gateway. Rosts on the ARPANET will be used as a source for
real data traff ic (file transfers , etc.) to be transmitted across the wideband satellite net. The
ARPANET speech capability car be adapted for use in internetted speech experiments.

An essential requirement for wideband internetting experiments is careful  design of a wide-
band gateway between the satellite and terrestrial network. The gateway must be flexible enough
and have sufficient processing power to accommodate varied experiments with voice packetiza-
tion/depacketization, satellite/terrestrial routing algorithms , and internet conferericing strate-
gies. Stud y efforts directed at planning such experiments should begin as early as possible so
tha t the required gateway functions can be specified.

d. Performance Measures

The effectiveness of the circuit/packe t voice gateway will be determined on the basis of the
ability to maintain voice communication with minimal  added delay in passing through the gateway.
This task as well  as other internetting functions should be accomp lished with as l i t t le  coat as
possible in terms of gateway processing power , memory requirements, and extra overhead
added to the transmitted b i t  stream.
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APPI: NDIX

ADAPTIVE TRAFEI C ESTEVIATIO N ALGORITHMS

I. INT RODr ( TION

A number  of possible algorithms were tried for es t imat ing the number of terminals  with
packets read y to send. These algori thms were tried either in the ETHERNET simulat ion pro-
gram or in a simpler program which simulated only the contention features.  The algor i thm which
gave the best performance and which was used in the simulation results presented is described
in detail. Some observations regarding the problems with other algorithms are included .

In order to maximize the probability of some terminal successfully start ing a packet trans-
mission in a time slot , each terminal  with a packet ready to transmit should t ry  to access the
channel wi th  a probability p = 1/q where q is the number of terminals with packets read y to
transmit . However , since control is distributed , no terminal  really knows how many other ter-
minals are try ing to gair . access to the channel . Each terminal must estimate the total number
by observing the activity seen at its node on the cable . Each terminal may, of course , a r r ive
at a different  estimate , but the hope is that they will be close enough to the correct value that
performance will not be seriously ‘egraded.

II. ALGORITHM DESCRIPTION

The most successful algorithm to date works in the following way:

(a) Each terminal starts  with an initial est imate ~ = 1. Hence , initially it
will transmit after the f irst  idle slot when it has a packet ready.

(b) If a terminal tries to transmit  and collides with another user on the
cable , it increments its estimate of the traff ic by one . In the next slot
it will transmit with a new probability i/i .

If the terminal elects not to t ransmit , based on the probabilistic rule ,
and the c! annel  is Idle , then ~ is decremented by one. If the terminal
t ransmits  the packet successfully, the est imate is unchanged.

(c )  During the interpacket interval , the terminal  ignores the ac t iv i ty  on the
cable. When the next packet is generated , the terminal  starts  with  the
estimate it used for the successful transmission of the previou s packet .

III. ANALYSIS

For the f i r s t  cut at the analysis , assume that all the terminals maintain exactl y the same
estimate of the traff ic activity.  In this case , we can easily obtain expressions for the probabil-
ities of different  events ,  If there  are q terminals  with packets read y and each terminal  esti-
mates ~ terminals and t r ansmi t s  with probability P = t/~ , then  the probability of the channel
being Idle dur ing  a slot Is

= (i 
_ .

~
-)
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‘l’he probabi l i ty  of a packet get t ing th rou gh  f rom som e t e r m i n a l  is

P (P) = a ( I  — —r —q q

and the probabili ty of a contention is

P R )  = — 

~ r11
~ 

— 

~~~~~ 
-

The probabili ty that a part icular  terminal  tries to t ransmi t  and encounters a contention is

P ( T  fl C) ~ — (~ J )
q-1

These curves are shown in F i g . A -4  for the case q = 5 .
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C - COLLISION
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P, IIflCI

0 2 4 8 8 10 2 4

ESTIMATBO TRA IF IC  i

l-’i g. A- I . Probability of various outcomes as a function of estimated
t r a f f i c  q = 5

The relative character of the curves is about the same for other values of q.
It can be seen that the optimu m value of ~ is at q = q as was derived earlier. If the esti-

mate of ac t iv i ty  is high , it is more likely that the channel will be idle. If it is low , then the
probability of contention Increases.

The algorithm described above will operate at the point at which the increments to the esti-
mate balance the decrements .  This occurs when

P ( T f l  C) = Pr (I )

This operating point Is marked as A In Fig. A-I  and corresponds to an estimate of ~ = 32 whIch
is somewhat lower than the true value of q = 5 . This results In a reduction in the probability
of successfu l t ransmission from about 0.41 to 0.38, Increasing the wai t ing  t ime by about 8 per-
cent over the ideal value. This value of degradation is tolerable. However , the loss becomes

greater as q increases, becoming a factor of 2 when q = 30.
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I~~. OBSERVATIONS

It can be seen that  the probability of successful  t ransmiss ion falls off very rap idly for esti-
mates below the t rue  value but much more gradually for es t imates  above the t rue  value. This
suggests using an algorithm with an operating point on the  high side .

One algorithm of this type works in the same way as the previou s one except that the esti-
mate is additionally incremented when a te rminal  holding a packet observes the channel tobe bus~
during a slot. This can occur eithe r because the terminal  t r ansmi t s  and collides with another
terminal (as in the original s t ra tegy)  or because it observes another packet or collisic , on the
channel . This should produce an operating point where the probability tha t  the channel  is busy
Pr (B) = — 

~~~~ 
equals 

~ r 11
~~ 

This point is shown as B in F ig .A-I .
In the simulations , this point exhibited a peculiar type of instabi l i ty .  The ac t iv i ty  estimates

of the different terminals diverged. One or sometimes a few terminals would keep increasing
their estimates to very hi gh values thus causing them to attempt transmission very infrequent ly .
This caused their  waiting times to become large. The other terminals  compensated by reducing
their estimates thus balancing the busy and the idle slots.

The dynamics of this instability are not well understood. The same effect  should be possible
for the original algorithm but has not been observed . This suggests a hypothesis that the point
A is in some sense stable while the point B is not .

Another possible algorithm would operate at the point where

P (C) =

The terminal would increment its estimate when it observes a collision on the channel whether
or not it was a participant in the collision . This would result in operation at point C in Fig.A- 1.
This point is very close to the correct value; however , this scheme makes some added demands
on the terminal hardware. It requires that the terminal be able to dist inguish a packet trans-
mitted by another terminal from a collision involving two other terminals.  ‘rhe hardware impli-
cations of this have not been examined. Also, the scheme has not yet been simulated so that it
is not known whether it is stable.
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